Multistage Global Search Using Various Scalarization Schemes in Multicriterial Optimization Problems
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In this paper, an approach, in which the decision making problems are reduced to solving the multicriterial time-consuming global optimization problems is proposed. The developed approach includes various methods of scalarization of the vector criteria, the dimensionality reduction with the use of the Peano space-filling curves, and the efficient global search algorithms. In the course of computations, the optimization problem statements and the applied methods of the criteria scalarization can be altered in order to achieve more complete compliance to available requirements to the optimality. The overcoming of the computational complexity of the developed approach is provided by means of the reuse of the whole search information obtained in the course of computations. The performed numerical experiments have confirmed the reuse of the search information to allow reducing essentially the amount of computations for solving the optimization problems arising successively.
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# **1. Introduction**

The multicriterial optimization (MCO) problems, which are used as the statements of the decision-making problems often are the objects of extensive research - see, for example , the monographs [1-6] and the reviews of the scientific and applied results in the field [7-10].

Usually, the finding of the effective (non-dominated) decisions, in which the improvement of the values with respect to any criteria cannot be achieved without the worsening of the indicators of efficiency with respect to other criteria is understood as the solution of a MCO problem. In the most general case, when solving the MCO problems, it can appear to be necessary to obtain a complete set of the effective decisions (the Pareto set). However, the finding of all effective decisions may require a considerable amount of computations, and the set of obtained decisions may appear to be quite large, the analysis of which may appear to be difficult. As a result,

are applied wider.

the approaches to solving the MCO problems, in which, according to the requirements of optimality, the obtained set of effective decisions is more limited. Among such approaches, there are various kinds of the criteria convolutions, the lexicographic optimization methods, the algorithms of searching the best approximation to the existing to existing prototypes, etc. All methods listed above allow accounting for the specific features of the MCO problems being solved and satisfy the requirements to the optimality from the decision-making person (DMP, decision maker, DM).

The present work is devoted to the solving of the MCO problems, which are used for the description of the complex decision making problems, in which the criteria of efficiency may have a complex *multiextremal* form, and the determining of the values of the criteria and constraints may require *a large amount of computations*. Also, is assumed that in the course of computations it is possible to change the statement, the methods, and the parameters of solving the MCO problem that results in the necessity of the multiple solving of the global optimization problems.

The realism of this approach implies the overcoming of a **considerable computational complexity** of the decision-making problems that can be provided by means of the use of highly efficient global optimization methods and the complete utilization of the search information obtained in the course of computations.

In the present paper, the results of investigations on the generalization of the decision-making problem statements [11-12] and on the development of the highly efficient global optimization methods utilizing the whole search information obtained in the course of computations [13-15] are presented.

Further structure of the paper is as follows. In Section 2, the statement of the decision making problems based on multistage multicriterial global search are presented. In Section 3, a general scheme for the MCO problem criteria of scalarization involving various kinds of the criteria convolutions, the lexicographic optimization methods, and the search for the best approximations of the decisions defined *a priori* is proposed. In Section 4, the search information obtained in the course of computations, and which may be reused in the solving of all subsequent global optimization problems is considered. In Section 5, an efficient algorithm for solving the time-consuming global optimization problems with the nonlinear constraints is presented. Section 6 contains the results of numerical experiments confirming the developed approach to be promising. In Conclusion, the obtained results are discussed and possible main directions of further research are outlined.

# **2. Multiple multicriterial optimization problem statement**

For the formal description of the process of the search for the rational decisions in the complex decision-making problems, the following generalized two-phase model is proposed.

1. In the most general form, a decision-making problem is defined by means of a *vector function of characteristics*
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|  |  |
| --- | --- |
| Image, | (3) |
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and the *vector function of constraints*
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The efficiency criteria and constraints formulated in such a way allow defining a *multicriterial optimization problem*

|  |  |
| --- | --- |
| Image, Image, | (7) |

where ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAARCAIAAABiqgrIAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAC2SURBVChTY/z//z8DcYAJShMBaK/0zkRrRhhI3w4VRAJAb4HA7QlWQE7aNghvWxoDg9WE2xAODECUghXC1IEANrVgB2zvLjhmNaHUE8TGDUBKt2+YxWAV5q0CEYEDHTVUEaDSO7euoKsEa9ZShfJgAOIuZHfi8BXErajgzsSWWQxpNfnoDgKFALIh4LDANBEEkAILArArAwFYFAABSD1uhShKkSJiWxqqP8EAWSnE1SCAReH//wAU0CdW/EzxMgAAAABJRU5ErkJggg==)is the *feasible multicriterial search domain*

|  |  |
| --- | --- |
| Image. | (8) |

The scheme proposed above involves many existing statements of the optimization problems. At ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACIAAAARCAIAAAA3y+mWAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAC/SURBVDhPY/z//z8D7QETlKYxGLWGOLA9ndF64h0ohwGYBKgObk+wApudtg0q8J/6vgH6Ip5h4f9taVA+GECsuTPRmhEOkLxKDvCc+f9ovgqUAwMga+5MjC9gmHAb7LttaVZh3miKUByBCoh2EsRs5HCkDkA1ExxoQH9uY/ACOi59O9hq6gNYEgDaBEwgV7ywhQIVAo0JmDIIqVXJPwr1OwbAjGxkcOUW3GCUhGcFTQgUAdSkDDF0tIQmGTAwAADNbFT6EdZB9gAAAABJRU5ErkJggg==) and ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAARCAIAAAAg6XlfAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAESSURBVEhL7ZU7EoIwEIYXzoIWjicIJ3BsrGztoOQgNlJKZ2tlo5wATsBQSO6Cu3lAAMcXAzZ8Tf5kYDf5dzOxyrKEf2CrcXSmxAPBQ9dS+LFcwuYanJsH4N1IFQem5BiJ67xqwg5FiVZLG9yQV4aQG6buR3yJgC1majZbMEjzAuzQ3cEJHUjzvY9KbCm6+IZ+ktkoWRs6QJfl3FHKmS/FaAdJEjhFnkIEG1Ri0dT1Xg2cIFHOdahivEF0Nb9nWITjqq3RJLZdfxboNdld+0DxCUrMr+dUH6yh8ZvaI5OvrNZVlZC53gbPhe5gJanPBIam1keNQ9WSvyHukIzauE7U4Dq0qcVE/9ETGYrQ4abXaSQAHs/zGM9DZZ78AAAAAElFTkSuQmCC), the general statement becomes a global optimization problem. At ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACIAAAARCAIAAAA3y+mWAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAC/SURBVDhPY/z//z8D7QETlKYxGLWGOLA9ndF64h0ohwGYBKgObk+wApudtg0q8J/6vgH6Ip5h4f9taVA+GECsuTPRmhEOkLxKDvCc+f9ovgqUAwMga+5MjC9gmHAb7LttaVZh3miKUByBCoh2EsRs5HCkDkA1ExxoQH9uY/ACOi59O9hq6gNYEgDaBEwgV7ywhQIVAo0JmDIIqVXJPwr1OwbAjGxkcOUW3GCUhGcFTQgUAdSkDDF0tIQmGTAwAADNbFT6EdZB9gAAAABJRU5ErkJggg==) and ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAARCAIAAAAg6XlfAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAE1SURBVEhL7ZUxsoJADIYDZ0ELxxMsJ3BeQ2VrByUHsZFSOlsrGvUEcAKHQrjLmmSzsirDwzfztPFr9s9ONv8uyQye1ho+gS/r2/ka/xNtFnpCcjJbOFyv02yU2jQS/M4xBoiPpPCgyL8ZI1wCYIx/5ysBHUJjU4ICKcZZrh5ghL+1MvABLOpn4Qp2GFX1OkHFeXmROFp60k+QllRuByu3f0/Mp4GoYDrn1U/LMg2auoIcIlS86Wo1m/A6jPhHhRdmrewNw1PdXs74+u3iUZ+KXC1/7F2HkKktIn27/B3ni70O1SfIuD3sK/uwO4053TfqRxy5MVqb+z4wmSmo6kYi+rhxhHmYjp28Nd/RNAaocekbsBFTZeFUk8iSy6ExTZ0t7WoO+kvj+TGOHaYUYc99/05vAuAKXl5GjzqyG1QAAAAASUVORK5CYII=), the general statement defined a nonlinear programming problem. At ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACIAAAARCAIAAAA3y+mWAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAADdSURBVDhP7ZS9EYMwDIUFszAFTABpUqV1ByWMgktKNkhlJmADqsAuigwihy/8iIKOr/FZZz3p2QIPEeF6fF4v5i4jo8m8SA+8ARqBI/oyDMueNxIoYdRODQdQ4ibI2xqURyza24RcKKjRpLyfGIvN5Ud2OudzEm+2jOtm0KoAzjRp+HoEVmsN8mUPsbes4bCASXtZWQylbfv6dwNxhQYSeX+Djqyb9xPbfNO5wzwCVIluvkv2H5n17RMTVczhY3yaDMH8uPpSD93nJ+wM3vpVn/xuHEXC5t5/6NMAfAGf1JLxeRo5+QAAAABJRU5ErkJggg==) and ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAARCAIAAAAg6XlfAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAE1SURBVEhL7ZUxsoJADIYDZ0ELxxMsJ3BeQ2VrByUHsZFSOlsrGvUEcAKHQrjLmmSzsirDwzfztPFr9s9ONv8uyQye1ho+gS/r2/ka/xNtFnpCcjJbOFyv02yU2jQS/M4xBoiPpPCgyL8ZI1wCYIx/5ysBHUJjU4ICKcZZrh5ghL+1MvABLOpn4Qp2GFX1OkHFeXmROFp60k+QllRuByu3f0/Mp4GoYDrn1U/LMg2auoIcIlS86Wo1m/A6jPhHhRdmrewNw1PdXs74+u3iUZ+KXC1/7F2HkKktIn27/B3ni70O1SfIuD3sK/uwO4053TfqRxy5MVqb+z4wmSmo6kYi+rhxhHmYjp28Nd/RNAaocekbsBFTZeFUk8iSy6ExTZ0t7WoO+kvj+TGOHaYUYc99/05vAuAKXl5GjzqyG1QAAAAASUVORK5CYII=), the general statement leads to a constrained multicriterial optimization problem.

In development of this scheme of the MCO problem statement, further an opportunity of simultaneous formulation of several MCO problems

|  |  |
| --- | --- |
| Image | (9) |

will be allowed, the set of which can be varied in the course of computations by means of adding new or by removing already existing problems.

In the simplest case, the set ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAARCAIAAABrQaqyAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAB9SURBVChTY/z//z8DbsAEpXEAyqQZ/t+eYAVlooK0bSBnAfH/bWlWE26D1IGFIDRIV9o2LIareIdd2bBdJb8mbdYG3HbfuXUFq9PubL0WVuq5vbuAYUIpqt1QBSAAEvn/H1U32GkQcDRfBShAwN8EpDGCBcl8IKBhjDEwAABx1Fho/l5GhQAAAABJRU5ErkJggg==) can consist of a single MCO problem, upon solving of which current MCO problem statement may be changed after the analysis of the obtained results, and the process of computations can be continued for the new MCO problem statement until the desired optimal decision is obtained. It worth noting that the problems from the set ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAARCAIAAABrQaqyAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAB9SURBVChTY/z//z8DbsAEpXEAyqQZ/t+eYAVlooK0bSBnAfH/bWlWE26D1IGFIDRIV9o2LIareIdd2bBdJb8mbdYG3HbfuXUFq9PubL0WVuq5vbuAYUIpqt1QBSAAEvn/H1U32GkQcDRfBShAwN8EpDGCBcl8IKBhjDEwAABx1Fho/l5GhQAAAABJRU5ErkJggg==) are the information compatible ones – when altering the MCO problem statements, the whole search information obtained earlier in the course of computations can be saved and reused in the solving of newly formulated optimization problems.

In general, the proposed model of the optimal decision search process (1) - (10) defines a new class of the optimization problems – the *multiple multicriterial global optimization* (MMGO) problems.

# **3. Reduction of the multiple multicriterial search to the scalar one-dimensional global optimization problems**

One of the approaches to solving the MCO problems used wider consist in the scalarization of the vector criterion into some general scalar criterion of efficiency that allows using a wide set of already existing optimization methods for solving the MCO problems. Among the possible scalarization methods, there are, for example, the weighted sum method, the compromise programming method, the weighted min-max method, and many other methods – see, for example, [2-6].

In the general form, the statement of the global optimization problems generated in the MCO problem criteria scalarization can be represented as follows:

|  |  |
| --- | --- |
| Image, Image, | (10) |

where ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAARCAIAAABrQaqyAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAB9SURBVChTY/z//z8DbsAEpXEAyqQZgHYDwbY0KBcBrCbcBjoLIg1RkLYNyrk9wQrCgRl+59YVhrQATyhPRU3HSksVxEJTjgaw2Q22FQIg0kgWb0tDkoVI4zIa4rQ7W1cdg7oEHQClQbIMOmoqUBFUADIYDJCthAMaxhgDAwDea6ZZXunGNQAAAABJRU5ErkJggg==) is the objective function generated as a result of scalarization of the criteria *fi*, 1*i**s,* ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAARCAIAAACAdhGxAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAACASURBVChTY/z//z8DDsAEpbGBwSh3Z6I1IwSkb4dwgDTQf/9vT7BiYEjbBmWmTQByQTygHJIMEGxLA5oC4TGApawm3AZLQBTCeBD7dNRUwDTD9u6CY1Zh3hAeRO7KrTtAEuiEDQxpIIV3JqZPBIoA9YKtAAKQWWDLoaZSPx4YGACGQFxDY5vsBgAAAABJRU5ErkJggg==) is the vector of parameters of the applied criteria convolution, ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB4AAAARCAIAAABFBIsgAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAFoSURBVDhPtZS9kYMwEIWXqwU78LgCUYHHCZHTy0ToyB1c5gSF5xKISAwVHBV4CEC9cLtiERLgUeQvMaufp6d94GgYBvgMX/wbQqskSpTmakmdRVFWc2FB1yH6XIDIe67eUUkAWXFBhKVROKw7gurO0qC0vzwA3c86D/W6Lh/ico65ChHvj/DqOBFHmpIyJKpW2RgZKsNx7ypTYnNmYzXnuzuIpnhyxe4phOkuTiCLduCFcYLm7SgWbnjOhtG1Vj8PHPk9mQoRhx0/ecTXP1xzSiU0bW9GdAf5zW7zMNL6WTRzRxftnUQc8Nrc0vreplenX7p78RNL921jO0oXmNtLBm0ulvh8EXSiVuXBt+wq2RjZRfZdeO1A7TkXi3kTyuwON9fyaFqm02Gm4/Q+GmS1CO7NJ0Mb1qP+XlhEjJWXOOF9CIbxTfFZrQLveBJemyHcmUou12zuM65ntnUnyBiyMrzNx/6vAf4BeJ+9f93GbkwAAAAASUVORK5CYII=) are the constraints of the MCO problem from (6), and ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAARCAIAAACEg8GMAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAACWSURBVChTY/z//z8DXsAEpXEDKqrYns6IAtK3Q8RBAOhSMNiWxsCQtg3BZrCacBvMgam4PcEKLgYEIC5UA8wdt68dswrzVoHyGFTUdKAsuDs2zGLQUYMrQAYQFXduXWFIC/AEs8EApMNKSxXMhtmK5AiIU1FcChRAVgD2CsxfYBUgI+ACKD4FAQaIEBJAsQ4I6BG3DAwA7e+grCBJ+SEAAAAASUVORK5CYII=) is the search domain from (2).

Particular form of the function ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC0AAAARCAIAAADGwLIbAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAGmSURBVEhLzZY/loIwEMbDngUteJ4gnsBnY+URQuk2nsIGyt0jWNEIJ1hO4KMQ7sLOJEOYkDz/7FL4a2RIZvJN8pFn1Pe9eAM+6PcJunwdrfOOor9TpVGUVhRYYD+eoM2kkFlL0f8plRCqpAAhHfh+AlsWVMwpwgBLsqJ2PxyF2P4o182YDWeRwR/d7SrUbkNRvFzJZEFBVXzL/TamaD5gEXG9DX4zctwNcPCOUoMJBhjTQSjdHPcwYqJxazFtiEL+cA8hcCpsXXhUWbgJHCp1ZZsPAZ/IShsdOJkmlGqyqqfD7R5TQyosrHabKacSK639wc2x+fo5TL1QNy09Ad3lXMvsSFbC1DEKsUgk2aA6NTteG3MHUIeubG05ZbNTzE6G1ZLKVafP+oGJ4+1eYiNdXiSu3rapbSXQgTLGyj4gpD5fHCFGF1ywhVCY2uWpvmiDV6X+Lor0JI7uRrufqD5tZGILDszho9oSlGHSh1HmBQbO8aszcwD2HrsPlrpnRkN4Frz1Xnozn9SBYLN+WyNQOzDsfX/hOi/oeBFsGXi8i5r3+P8hxC8MkchadQUOugAAAABJRU5ErkJggg==) is defined by the criteria scalarization method applied. For example, the following scalarization methods are possible.

1. In the case of equal importance of the criteria *fi*, 1*i**s,* the min-max convolution [4,6]:

|  |  |
| --- | --- |
| Image, | (11) |
| Image*s*. |  |

is applied the most often. The necessity and essence of this scalarization method for solving a MCO problem is an important property of the min-max convolution: any result of minimization of ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACIAAAARCAIAAAA3y+mWAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAFlSURBVDhPvZU5doMwEIYHn4W4yPMJ8AlIGlc5gly6SpcyXRq5jI/gKo3hBOYEPArEXciMNoQkjJrka6QZLf8s4pGN4wh/z0aPCQznfbY/D9ryqY9Zdqy1EYLZJCB4AQUX2lqiYgCs0saMJBkUWddQoFJsa4rMwtE4lHeYUUJv6p9L8faaa2uNfLuDtvc7aGWwwbK/1GiJ6TaqwG7rqlC3p34ra3obT89Fc735OjIn27tw4pcMi4J+WrZeNNwyeQckmA3G/9Jy8V3i7PNS8PcS1TEmFYZPfrrjzvLAoOmE9Aw9qDMP2MBwuzbs40RVEV1juoBTGhTmQgcKQ7Wg/uoO8rRm6Fs9c4mWZ/aZxIpgX5TgzFub7nPA3pCf7jFPkcbZxXEd8jLmi9hb5kxPwMHfhkdDHbov9MZDcj7PhQ2KMEb0BEHHMyGszPIWA6VsAqmYH5K7GmJlHiYzQdFEyrrGv/xvAH4BzWSq3Iwiy8QAAAAASUVORK5CYII=)leads to obtaining an effective decision and, vise versa, any effective decision can be obtained as a result of minimization of ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB8AAAARCAIAAACqxuAeAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAFeSURBVDhPtZQ9eoMwDIZFzkIz9MkJyAlol0w9gjNm6taxWxcyNkfI1CVwgnICHgbMXahkC9nYpLDkXWzJ6LN+nCTDMMDD2PC6gv68T/bnnq2Q6pgkx4oNAXNfgS4yyArN1j1KBaBKNohV6qi9LG3BC7xP16hPIxagKiX/FX2vfi7Z22vK1hLpdgdNx9MRdZyZGRnNzjAOEMVht/XFaYBuhNZy4356zurrjS1TgYwj3oR9wcrRT8fiRUN6gXgBmDtm+9IU+jvH3eclK95zm4G9PSQ9/eKX+UFB3Wrj6TuwMTEb6G/XWn2cqHTd1mOHcUuLZdTxoNtte6uv9mCimb5reIfM9mDyvL1KPfht6EIFZ07PvEgyKXx8S7RO9OblyatUqC0qBjdVDzllMCKWJ5nYO83E/ZrmM2QmGRnQEyYRfyXqcXwIFTjeX6owE/9UEPV/U3dQEjO9u8Mj/98B/gBfSVE2ITzYywAAAABJRU5ErkJggg==) at the corresponding values of the convolution coefficients *i*, 1*i**s*.

2. In the case of arrangement of the criteria in importance, the method of successive concessions (MSC) [2,5,6] is used widely. According to this method, the optimization is performed for the most important criterion ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACEAAAARCAIAAADc/FKVAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAFmSURBVDhPtZW9dYNADMdFZsEpeJkAT8BLQ5URzqXTsEE6N1AmI6RyE5ggTMCjMOxCJO4Qug8eTuFf45NOp7+kO56jaZrgwTyZ37sZq2N0rEZjuTSnKDo1xmCwj7sZyhTScjDWFrUCULUxCFuDkmgCqXBzX0CDMiJUanABuLAKmbHP7UDFcopVY2cQ/5Kww7XGOiMkmIp7ZMiz+rS1HpUVcx9Wdz5OGxiNwZSYvWjI8+IAv92hb9PkYIxd4vPvZwZZrqDth9kz3qAssnnpsmg01y94eY6NFXznSzbBIUmhu9HH0lz6/MzHSbIzK9Ygl8rnMih99NGJCyKoZJ1NEr++pSQ9VtfEbgLHstY8T8x7U4HbcW7EQF6llLthndd9WKobZEUJ3z9uJzittksKOSakubzL2yEheh921eFX5nvR44V5UaThS2xoEBS8zKxW7vTkLgPodLwUtxC4AYJKQMJVeDz+/wPgD6xfdU+sy4gRAAAAAElFTkSuQmCC) first (the criteria are supposed to be renumbered according to the order of decreasing of their importance). Then, upon completing the global search for ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACEAAAARCAIAAADc/FKVAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAFmSURBVDhPtZW9dYNADMdFZsEpeJkAT8BLQ5URzqXTsEE6N1AmI6RyE5ggTMCjMOxCJO4Qug8eTuFf45NOp7+kO56jaZrgwTyZ37sZq2N0rEZjuTSnKDo1xmCwj7sZyhTScjDWFrUCULUxCFuDkmgCqXBzX0CDMiJUanABuLAKmbHP7UDFcopVY2cQ/5Kww7XGOiMkmIp7ZMiz+rS1HpUVcx9Wdz5OGxiNwZSYvWjI8+IAv92hb9PkYIxd4vPvZwZZrqDth9kz3qAssnnpsmg01y94eY6NFXznSzbBIUmhu9HH0lz6/MzHSbIzK9Ygl8rnMih99NGJCyKoZJ1NEr++pSQ9VtfEbgLHstY8T8x7U4HbcW7EQF6llLthndd9WKobZEUJ3z9uJzittksKOSakubzL2yEheh921eFX5nvR44V5UaThS2xoEBS8zKxW7vTkLgPodLwUtxC4AYJKQMJVeDz+/wPgD6xfdU+sy4gRAAAAAElFTkSuQmCC), the magnitude of allowed concession from the minimum value of the first criterion is set, and the optimization of the second (in the importance) criterion ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACEAAAARCAIAAADc/FKVAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAFmSURBVDhPtZW9dYNADMdFZsEpeJkAT8BLQ5URzqXTsEE6N1AmI6RyE5ggTMCjMOxCJO4Qug8eTuFf45NOp7+kO56jaZrgwTyZ37sZq2N0rEZjuTSnKDo1xmCwj7sZyhTScjDWFrUCULUxCFuDkmgCqXBzX0CDMiJUanABuLAKmbHP7UDFcopVY2cQ/5Kww7XGOiMkmIp7ZMiz+rS1HpUVcx9Wdz5OGxiNwZSYvWjI8+IAv92hb9PkYIxd4vPvZwZZrqDth9kz3qAssnnpsmg01y94eY6NFXznSzbBIUmhu9HH0lz6/MzHSbIzK9Ygl8rnMih99NGJCyKoZJ1NEr++pSQ9VtfEbgLHstY8T8x7U4HbcW7EQF6llLthndd9WKobZEUJ3z9uJzittksKOSakubzL2yEheh921eFX5nvR44V5UaThS2xoEBS8zKxW7vTkLgPodLwUtxC4AYJKQMJVeDz+/wPgD6xfdU+sy4gRAAAAAElFTkSuQmCC) at the condition of not exceeding the set concession. Further optimization of the rest criteria is performed in the same way – more detailed description of the MSC method is given, for example, in [2,5,6].

Within the framework of the developed approach, it is proposed to reduce the multistage computations in the MSC method to solving a single scalar optimization problem arising at the last stage of the method of successive concessions
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3. In the case of availability of any estimates of the criteria values of the required decision (for example, based on an ideal decision or on any existing prototype) the MCO problem solution may consist in finding an effective decision the most completely matching given indicators of optimality. Such a problem can be formulated in the form of a scalar optimization problem:
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In the developed approach, one more step of converting the problems being solved *F*(**,*y*) from (10) is performed, namely the dimensionality reduction is performed with the use of the Peano *space-filling curves* (*evolvents*) *y*(*x*) providing an unambiguous mapping of the interval [0,1]onto an *N*-dimensional hypercube *D* [16, 17]. As a result of such reduction, the multidimensional global optimization problem (10) is reduced to a one-dimensional problem:

|  |  |
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The dimensionality reduction allows applying many well known highly efficient one-dimensional global optimization algorithms for solving the problems (10) (after performing necessary generalization) – see, for example, [16-20].

# **4. Improvement of the efficiency of the multiple multicriterial search on the basis of the reuse of the search information**

The numerical solving of the global optimization problems (10) is usually reduced to the successive computing the values of characteristics ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAARCAIAAAAzPjmrAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAFlSURBVDhPtZUxcoMwEEWFz0JceHwC+QQMDRVtOlFS5Qbp0kCZdG5d0QSdIJyAoTDchexKK1kCe5ALv8astNLf3W+GaJ5n9kp29BvGVJ+iUz1RtEQWUVRICizQQRhjxRmvRooe0QrGREsBEioA12/frgENJzVQwD+0AfZquwjzQDY/PE9jiraI90fWX8mpHfoW3ZwDo+gZLaMNuJ8d9+79etM46qQq3g68u/xS5LuHHtn2INCPiwHBAVjHVLtqUzXOARgRdtQNI6phqZbpyqqPhAKXuPz7TliSCXPscar/Hkz1Z19VguYnv4astGMxVznAIO6mol5PT1pAZ8r6/ZKfyxQCQBZNBmVqsFjrmiVOc466U90c/PLHobt5ZkYGqKkpRzgO2WXhAoGrQojlhvc3NQKeX55hGji0VlDFrFb9YgJfNMCrSwErq0pWWeECiNtqK5bFe4MwPCegwCKB9Rjv8uLvAWP/zD1OHUE7OkUAAAAASUVORK5CYII=) at the points ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAE8AAAASCAIAAACVRhT4AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAFqSURBVFhH7ZdddgIhDIWhy9L94HbGzeBixr1MkxD+xhAyvrR2+r0IJLnkAkePfts2dxq++PMcTN0+79fr/cmTT+f/JVceN+/97cEzCbh6SCHUvB+Amvf9w4S7VViXy2VZefJKDM6FiCNIzEMLWDgQrpo2dKk+MnEbg80sT7RkBHOII3ZkDFJ4A30U3abCvJ5mqW8Yw3KMsiBmVn/j26UIMe6M4EQlyyyFpO6BoutgBEtd4yWLlsfCGG1iu2kCN5rdeAuIjNLfl4LKNMovuWl1XYJN0+IW4aOdP/SmrwHHpKid9vyyW4ylxRjElgXQXt2VGtFLp73mDueYpJiqWL6leCPzxQIkWKSGVytAlUKfoGGVyChSuIrhGq3fyRgOQfW6N9Ts1Dt/E9bXfwhslFazXRKtbvtTENm7BXApIdfSKci8FnDy4NCOSGEuy7Si7Use7FJoJD4Udmt4POB1mvPbcerj+Wuc6T+Qc9+gtY+1AMjhuAAAAABJRU5ErkJggg==) of the search domain ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAARCAIAAACEg8GMAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAACWSURBVChTY/z//z8DXsAEpXEDKqrYns6IAtK3Q8RBAOhSMNiWxsCQtg3BZrCacBvMgam4PcEKLgYEIC5UA8wdt68dswrzVoHyGFTUdKAsuDs2zGLQUYMrQAYQFXduXWFIC/AEs8EApMNKSxXMhtmK5AiIU1FcChRAVgD2CsxfYBUgI+ACKD4FAQaIEBJAsQ4I6BG3DAwA7e+grCBJ+SEAAAAASUVORK5CYII=) [16,19]. The data obtained as a result of computations can be represented in the form of the *matrix of the search information*:

|  |  |
| --- | --- |
| Image | (16) |

As a result of scalarization of the vector criterion (11) and application of the dimensionality reduction (15), the set ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAARCAIAAAC0D9CtAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAADdSURBVDhPpVPLDYMwDDWdBTggJggTVL301BFgHVgGNmACxIGwS+ofhFBahPou8bP8/BxHiZxzcBE3Pa/gL83cFNGKqtPsMfA+zrUlRmXLsbO12bADkIaLtjWcMLVVugfNZsceTJaQqyBOc4B+tEr3QM08DQB5GmuGkGQ03jeghrsO06wZwodzAJrt/izDScjZvB7i3FW4yKLZtuRb0aX9EkLGWw22CFhACTyWRfmMVHpOHhiCvA1jLVEuCeTcbTnlfX5j6enf61SDEqwmcxJZi8IzzTqR2HF8/f8AvAGRYVjzwGAicwAAAABJRU5ErkJggg==) from (16) can be transformed into the form of the *matrix of the search state*:

|  |  |  |
| --- | --- | --- |
| Image, | (17) |  |

where *xi*,1≤*i*≤*k* are the reduced points of executing the global search iterations arranged in the order of increasing coordinates *zi*, ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAARCAIAAACJnbHLAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAACeSURBVChT1ZLJEcMgDEVl9+JLSsDF5AbtmDZcgGgkp9i9KNoG42USX/MufNBHC0NHRHCD3tdf/JFvzWOnjLnklFc/dvhdBIysI1btsmK+ZQoQpkW1+raNo75vNo7JTn1tIblzqkpU53i9pfGSnjNAeAx2WBKPlYpIdWsSIeJlVemPA02ZtgUGo1+C4wi7US0HIlq+jdbEWEzy3/t/AB91ZfO5irnLdgAAAABJRU5ErkJggg==), 1≤*i*≤*k* are the values of the scalar criterion and constraints of current optimization problem being solved *F*(**,*y*(*x*)) at these points, and *li*, 1≤*i*≤*k*, are the indices of global search iterations, in which the points *xi*, 1≤*i*≤*k* were computed.

The availability of the search information in the form of the matrices ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAARCAIAAAC0D9CtAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAADdSURBVDhPpVPLDYMwDDWdBTggJggTVL301BFgHVgGNmACxIGwS+ofhFBahPou8bP8/BxHiZxzcBE3Pa/gL83cFNGKqtPsMfA+zrUlRmXLsbO12bADkIaLtjWcMLVVugfNZsceTJaQqyBOc4B+tEr3QM08DQB5GmuGkGQ03jeghrsO06wZwodzAJrt/izDScjZvB7i3FW4yKLZtuRb0aX9EkLGWw22CFhACTyWRfmMVHpOHhiCvA1jLVEuCeTcbTnlfX5j6enf61SDEqwmcxJZi8IzzTqR2HF8/f8AvAGRYVjzwGAicwAAAABJRU5ErkJggg==) and ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAARCAIAAAC0D9CtAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAADVSURBVDhPrZM7EoMgEEAxZ8mkyHgCcgK7VGnTaalNOko7GylzhRxAbuAJHAvhLmRHFsT4G2byGnZXHiyzY6S1JoGccA3hL47ityjKBGar/DqiKloMN5k7IiuvTU1JNyisrOE7ipeE5cklxnyLyVH82bN3gtkezhHV5/GyRttLjFaBmQJNiimSNqYOjJ9oLTEFRkfW1CtCNt8DlneG1tAbPKSIWX42NyxRQ5feEzM4Mzpsyh1su3QF28TUDL5nh8Uhxw4osNu+UUoQjxzXkblujMP/H0K+rYwMvqqKrxEAAAAASUVORK5CYII=) allows performing an adaptive choice of the points to perform the global search iterations taking into account the results of all computations completed earlier:

|  |  |
| --- | --- |
| Image, | (18) |

(particular form of the rule ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAARCAIAAABvtHqPAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAABoSURBVChTrZDRDcAgCERpx3Ig5nEalnEYCgeoSduPJn0/Iud56KGq9MSZ643vAlkGGL1lx2EJAV0W1L5pfUDwvtVoF+EQhh11UhkZsXwz3Agxjbtg+J2hvL/DzszUfWqK0GJN9tvvEl0oDJwAESYjCgAAAABJRU5ErkJggg==) depends on the properties of the optimization algorithm applied).

The availability of the set ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAARCAIAAAC0D9CtAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAADdSURBVDhPpVPLDYMwDDWdBTggJggTVL301BFgHVgGNmACxIGwS+ofhFBahPou8bP8/BxHiZxzcBE3Pa/gL83cFNGKqtPsMfA+zrUlRmXLsbO12bADkIaLtjWcMLVVugfNZsceTJaQqyBOc4B+tEr3QM08DQB5GmuGkGQ03jeghrsO06wZwodzAJrt/izDScjZvB7i3FW4yKLZtuRb0aX9EkLGWw22CFhACTyWRfmMVHpOHhiCvA1jLVEuCeTcbTnlfX5j6enf61SDEqwmcxJZi8IzzTqR2HF8/f8AvAGRYVjzwGAicwAAAABJRU5ErkJggg==) from (16) allows reducing the results of all preceding computations *zi*, 1≤*i*≤*k* in the matrix ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAARCAIAAAC0D9CtAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAADVSURBVDhPrZM7EoMgEEAxZ8mkyHgCcgK7VGnTaalNOko7GylzhRxAbuAJHAvhLmRHFsT4G2byGnZXHiyzY6S1JoGccA3hL47ityjKBGar/DqiKloMN5k7IiuvTU1JNyisrOE7ipeE5cklxnyLyVH82bN3gtkezhHV5/GyRttLjFaBmQJNiimSNqYOjJ9oLTEFRkfW1CtCNt8DlneG1tAbPKSIWX42NyxRQ5feEzM4Mzpsyh1su3QF28TUDL5nh8Uhxw4osNu+UUoQjxzXkblujMP/H0K+rYwMvqqKrxEAAAAASUVORK5CYII=) to the values of the next optimization problem being solved *F*(**,*y*(*x*)) from (10) without any repeated time-consuming computations of the values of ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAARCAIAAAAzPjmrAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAAFlSURBVDhPtZUxcoMwEEWFz0JceHwC+QQMDRVtOlFS5Qbp0kCZdG5d0QSdIJyAoTDchexKK1kCe5ALv8astNLf3W+GaJ5n9kp29BvGVJ+iUz1RtEQWUVRICizQQRhjxRmvRooe0QrGREsBEioA12/frgENJzVQwD+0AfZquwjzQDY/PE9jiraI90fWX8mpHfoW3ZwDo+gZLaMNuJ8d9+79etM46qQq3g68u/xS5LuHHtn2INCPiwHBAVjHVLtqUzXOARgRdtQNI6phqZbpyqqPhAKXuPz7TliSCXPscar/Hkz1Z19VguYnv4astGMxVznAIO6mol5PT1pAZ8r6/ZKfyxQCQBZNBmVqsFjrmiVOc466U90c/PLHobt5ZkYGqKkpRzgO2WXhAoGrQojlhvc3NQKeX55hGji0VlDFrFb9YgJfNMCrSwErq0pWWeECiNtqK5bFe4MwPCegwCKB9Rjv8uLvAWP/zD1OHUE7OkUAAAAASUVORK5CYII=) from (1) i. e.

|  |  |
| --- | --- |
| Image. | (19) |

This way, all search information can be employed for continuing the computations in full amount. The reuse of the search information can provide a gradual decreasing of the amount of computations when solving every next optimization problem down to the execution of few iterations only to find the next effective decision.

# **5. Efficient method of solving the multiple multicriterial optimization problems with nonlinear constraints**

Within the framework of developed approach, the original method of separate accounting for the constraints developed in the framework of the information –statistical theory of global search [16] was applied for solving the global optimization problems (10) if the nonlinear constraints are available. The essence of the approach is the constructing of a problem with some integral unconstrained objective function, the solving of which leads to the solution of the initial problem (10) – more detailed description of the approach will be given below.

Let us introduced a simpler notation for the reduced one-dimensional problems (10) as

|  |  |
| --- | --- |
| min  *gm*+1(*x*)  *gi*(*y*(*x*)) 0*,* 1*i**m, x*[0,1] .  *gm*+1(*x*) = *F(,y*(*x*)). | (20) |

The problem (20) can be considered in the statement of partial computability when each function *gj,*1*j**m+*1 is defined and computable in certain subinterval *j*0,1 only where

|  |  |
| --- | --- |
| **1** 0,1*, j+*1**  *x**j  gj*(*y*(*x*))0, 1*j**m.* | (21) |

Taking into account the conditions (21), the objective function of the problem (20) can be represented in the form

|  |  |
| --- | --- |
| **(*x\**)**min*gm+1*(*y*(*x*))*: x**m+*1*,* | (22) |

on the basis of which, a unified function

|  |  |
| --- | --- |
| Image(*y*(*x*))  *g*(*y*(*x*)), ****(*x*), *x*[0,1], | (23) |
| 1**=**(*x*)*m*+1, *g*(*y*(*x*))>0, *gj*(*y*(*x*))0, 1*j***1, |  |

can be constructed. The *index *(*x*), 1***m*+1 defines the first violated constraint at the point *x* in the series.

Determining The value of ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAARCAIAAABrQaqyAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAACbSURBVChTjVDBEYMwDHOYhfbRY4KwD10HloENmKDXB2EXVyG24+OOHvrYQokkEpiZrtHIvMBJ3qc+hPBehBLBXJHGSMNcJ2AyvsUxCWGeh+PE3WpI7add04GDFXNYlbTzAjk3KbF103rke+KK1rPb5udUs4F51vOuNnnquVrNQbIAexZn7VD/e/tQ92yFKUxO3zW+HkIMfx+V6AfCZNC3VjkaRQAAAABJRU5ErkJggg==)(*y*(*x*))*, x*0,1 is reduced to the successive computing of the quantities *gj*(*y*(*x*))*,* 1*j**(x).* At that, the next value of *gj+*1(*x*) is computed in the case if *gj*(*x*)**0 only. The process of computing is terminated either as a result of funding the inequality *gj*(*x*)*>*0 or as a result of achieving the value **(*x*)*=m+*1 (this procedure is hereafter called a *trial*).

The definition of the function ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAARCAIAAABrQaqyAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAACbSURBVChTjVDBEYMwDHOYhfbRY4KwD10HloENmKDXB2EXVyG24+OOHvrYQokkEpiZrtHIvMBJ3qc+hPBehBLBXJHGSMNcJ2AyvsUxCWGeh+PE3WpI7add04GDFXNYlbTzAjk3KbF103rke+KK1rPb5udUs4F51vOuNnnquVrNQbIAexZn7VD/e/tQ92yFKUxO3zW+HkIMfx+V6AfCZNC3VjkaRQAAAABJRU5ErkJggg==)(*x*) from (23) allows transforming the problem (20) into an unconstrained optimization problem

|  |  |
| --- | --- |
| (*x*\*) ** min(*x*)*: x*[0,1], | (24) |

where

|  |  |
| --- | --- |
|  |  |

It is worth noting that the maximum index *M*, the vales of the Lipschitz constant *![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAARCAIAAAC0D9CtAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAADcSURBVDhPpZO9DcIwEIUvzAIUiAmSCRANFS1dsgRDJCWMQEWDs0EmQCmwdzF35yM6Owoo4mvsZ+ud70fOvPcwk4Wsc/jD01YZUzSOpGuKSCdgPYwpAUojwntb55HWfHJzryeUh50oANt3kdaIxz1uXb5ZBYG09ytoHROeo8wS8tqGuxHhHQqrk6cQ2/WS78awh4pJM5sqBiEPF3PcD2HTECnoIYvOJNI8ODW1qsUND4KQeoZusDbG0EnoB274cJjpNBiVPLhIWJnPT2xz6s8XaQs7v0Pp6mnN/z8Ab0QnB5EwW+B1AAAAAElFTkSuQmCC),*1***M*, of the functions *gi*(*y*(*x*)), 1*i**m*+1, and the minimum value ![](data:image/x-wmf;base64,183GmgAAAAAAAEACQALuCAAAAAD/XwEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8AAgAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4At8XHd8DFx3cgwMp3AAAwAAQAAAAtAQAACAAAADIK9AApAQEAAAAqeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC3xcd3wMXHdyDAyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCgACJAEBAAAATXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4At8XHd8DFx3cgwMp3AAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAUwAAQAAAGd5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAEAAAD48xIAucHHdwQAAAAtAQEABAAAAPABAAADAAAAAAA=) of the function *gm*+1(*y*(*x*)) are unknown. However, when performing the computations, instead of these quantities, the adaptive estimates of these ones can be used, which can be obtained utilizing the search information ![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAARCAIAAAC0D9CtAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAADVSURBVDhPrZM7EoMgEEAxZ8mkyHgCcgK7VGnTaalNOko7GylzhRxAbuAJHAvhLmRHFsT4G2byGnZXHiyzY6S1JoGccA3hL47ityjKBGar/DqiKloMN5k7IiuvTU1JNyisrOE7ipeE5cklxnyLyVH82bN3gtkezhHV5/GyRttLjFaBmQJNiimSNqYOjJ9oLTEFRkfW1CtCNt8DlneG1tAbPKSIWX42NyxRQ5feEzM4Mzpsyh1su3QF28TUDL5nh8Uhxw4osNu+UUoQjxzXkblujMP/H0K+rYwMvqqKrxEAAAAASUVORK5CYII=) from (17).

Within the framework of the developed approach, the algorithm of global constrained optimization (AGSO), which is considered in details in [16] is applied for solving the problems (24). The general computational scheme of this algorithm can be described briefly as follows.

The first trial is performed at an arbitrary point *x*1(0,1)*.* The choice of any next trial point *xk**, k*1 is determined by the following rules.

*Rule* 1. Renumber the points *x*1*,…, xk* of the preceding trials by the lower indices in the order of increasing coordinate values i. e.

|  |  |
| --- | --- |
| *x*1***…****xi*…*xk,* | (25) |

and associate the values *zig*(*xi*)*, *(*xi*)*,* 1*i**k* from (26) with these ones.

*Rule 2*. Evaluate the maximum index *M* and compute the numerical estimates of the Lipschitz constants *![Image](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAARCAIAAAC0D9CtAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsQAAA7EAZUrDhsAAADcSURBVDhPpZO9DcIwEIUvzAIUiAmSCRANFS1dsgRDJCWMQEWDs0EmQCmwdzF35yM6Owoo4mvsZ+ud70fOvPcwk4Wsc/jD01YZUzSOpGuKSCdgPYwpAUojwntb55HWfHJzryeUh50oANt3kdaIxz1uXb5ZBYG09ytoHROeo8wS8tqGuxHhHQqrk6cQ2/WS78awh4pJM5sqBiEPF3PcD2HTECnoIYvOJNI8ODW1qsUND4KQeoZusDbG0EnoB274cJjpNBiVPLhIWJnPT2xz6s8XaQs7v0Pp6mnN/z8Ab0QnB5EwW+B1AAAAAElFTkSuQmCC),*1***M*, of the functions *gi*(*y*(*x*)), 1*i**m*+1, and of the minimum value ![](data:image/x-wmf;base64,183GmgAAAAAAAEACQALuCAAAAAD/XwEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8AAgAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4At8XHd8DFx3cgwMp3AAAwAAQAAAAtAQAACAAAADIK9AApAQEAAAAqeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC3xcd3wMXHdyDAyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCgACJAEBAAAATXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4At8XHd8DFx3cgwMp3AAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAUwAAQAAAGd5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAEAAAD48xIAucHHdwQAAAAtAQEABAAAAPABAAADAAAAAAA=) of the function *gm*+1(*y*(*x*)) necessary to construct the function (*x*) from (24).

*Rule 3*. For each interval (*xi*1*,xi*)*,* 1<*i**k,* compute the *characteristic R*(*i*) and determine the interval (*xt**,x*t*),* to which the maximum characteristic corresponds

|  |  |
| --- | --- |
| *R*(*t*)**max*R*(*i*) 1<*i**k* *.* | (26) |

*Rule 4*. Execute the next trial at the point of the interval *xk*+1(*xt**,xt*).

The iterations of the algorithm are stopped if the stop condition is satisfied

|  |  |
| --- | --- |
| *t,* | (37) |

where *t* is from (26) and *0* is the predefined accuracy.

The values of characteristics of the intervals *R*(*i*), 1<*i**k* and the point of the next trials *xk*+1 in the interval with the maximum characteristic are computed according to the rules of the AGCO algorithms. At that, the characteristics of the intervals *R*(*i*)*,*1<*i**k* are defined in such a way, that their values can be interpreted as some measures of importance of the intervals with respect to containing the global minimum point of the function (*x*) from (24).

A detailed description of the AGCO algorithm and the corresponding theory of convergence are presented in [16].

# **6. Results of numerical experiments**